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ABSTRACT

Supervised machine learning is widely used for selection problems where a lim-
ited number of individuals are selected from an applicant pool. Many real-world
problems such as hiring and university admission can be modeled as selection
problems. Machine learning models often suffer from a bias against certain de-
mographic groups due to pre-existing biases in training datasets. In addition to
the (un)fairness issue, privacy concerns arise when models are trained on sensi-
tive personal information. In this work, we are interested in understanding the
effect of privacy-preserving mechanisms on fairness in selection problems. In
particular, we consider a scenario where a machine learning model is used to
generate a qualification score and adopt the Laplace mechanism to achieve the
ϵ-differentially privacy. In this scenario, we identify conditions under which the
scores generated by the Laplace mechanism lead to perfect fairness in selection
problems.

1 INTRODUCTION

Supervised machine learning models are powerful tools in decision-making problems. In particular,
they can be used in selection problems where a limited number of individuals are selected from an
applicant pool. Many real-world problems such as university admission, resource allocation, and
hiring can be regarded as selection problems. However, machine learning models trained on real-
world data capture the pre-existing biases in training datasets Lee et al. (2019); De-Arteaga et al.
(2019); Dressel & Farid (2018). Various fairness notions (e.g., equal opportunity, statistical parity)
have been introduced in the literature to address fairness issues. For instance, the equal opportunity
notion implies that the true positive rates should be the same across different demographic groups
Hardt et al. (2016), and the statistical parity fairness notion requires the output of a machine learning
model to be independent of sensitive attributes Dwork et al. (2012). In addition to fairness issues,
privacy concerns may arise when the personal information of individuals is involved in the training
or decision-making process. Among various privacy notions, differential privacy has gained much
attention Dwork et al. (2006a) Dwork et al. (2006b) and has been widely used in practice. Several
mechanisms have been introduced to ensure differential privacy.

In this work, we adopt the laplace mechanism Dwork et al. (2006b) to ensure a privacy guarantee in
selection problems. In particular, we use the laplace mechanism as a post-processing tool to generate
and assign a qualification score to each applicant. We show that the laplace mechanism is able to
improve fairness in selection problems if the selection rule is to select an individual with the highest
qualification score. In particular, we find conditions under which perfect fairness is achievable using
the laplace mechanism. On the other hand, without the laplace mechanism, selecting an applicant
with the highest qualification score does not ensure fairness. It also compromises the privacy of each
applicant.

In our previous work Khalili et al. (2020), we observed and proved that fairness and privacy are
compatible under the exponential mechanism McSherry & Talwar (2007). In this work, we show that
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the laplace mechanism gives us more degrees of freedom compared to the exponential mechanism.
More specifically, we show that the laplace mechanism enables us to add different noise levels to
the qualification scores based on the sensitive attributes. As a result, we are able to satisfy perfect
fairness under milder conditions compared to those found in Khalili et al. (2020).
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